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Executive summary 
Over the past two decades, routine health facility data collection and use have increased substantially. 
Electronic routine health information systems (RHIS) that collect data from health facilities at regular 
intervals, such as DHIS2, have enabled this growth in many low and middle-income countries (LMICs). 
While data from these systems have important potential application in evaluating health systems 
strengthening (HSS) interventions, to date, they have remained less widely used in such assessments. 

In recent years, however, many strong studies have been conducted using RHIS data to answer key 
questions about programme effectiveness and impact. These data have been used in evaluations of a 
wide spectrum of HSS policies and interventions, including user fee policies, health financing schemes, 
governance interventions, supply chain interventions, vaccination campaigns, and others. In this report, 
we provide an overview of using RHIS data for HSS evaluations, including their strengths and 
weaknesses. 

There are important considerations that analysts must take into account when planning such evaluations 
using RHIS data, including whether the desired programme outputs are measurable with the fields 
available in the RHIS. Further, while research indicates that the quality of RHIS data has been increasing 
over time in many countries, assessments must be made to ensure that the data are accurate, reliable, 
relevant, and complete. In comparison to household or facility surveys, RHIS data are limited to the fields 
that already exist in the dataset and are not well-suited to all types of impact questions, in particular 
questions about the equity impact of interventions. 

Once you have decided to use RHIS data in an evaluation, there are several steps and considerations that 
must be made. After understanding the context and details of the programme in question, indicators 
must be selected from the available fields in the RHIS that reflect the desired impacts of the programme 
in question. Following this, a data quality assessment should be conducted, and issues of missing data, 
outliers, and denominators for the calculation of rates should be addressed. To facilitate these steps, 
there is a growing understanding and methods base for dealing with these issues for analysts to draw 
upon. 

Based on the available indicators and data timeframes, an analyst must then make a decision about what 
research design best suits the evaluation. There are many methods for using RHIS in a way that can 
answer questions about programme impact in a rigorous fashion. These include very simple approaches 
that describe trends, all the way up to very powerful methods such as difference-in-differences and 
interrupted time series approaches. In the full report, we provide an overview of several methods and 
discuss a specific example of each from the health policy literature. 

RHIS are a powerful addition to the data sources available for HSS programme evaluations. With careful 
use and strong methods, they can produce insights that are strong, often less expensive, and frequently 
not possible with other data sources. As RHIS data continue to improve and their use in HSS assessment 
proliferates, we believe they will become a standard component in future programme design and 
evaluation. 
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Introduction 
The collection and use of routinely collected health facility data have increased in low- and middle-
income country (LMICs) health systems over the past two decades. This has been facilitated by the 
development, deployment, and strengthening of routine health information systems (RHIS) in many 
countries. Over that time, these data systems have increased in scope to cover more services, improved 
in their completeness, and are increasingly used by health system policymakers and health system 
managers to monitor system outputs.1,2 

To date, however, RHIS data remain less widely used in the evaluation of health system strengthening 
(HSS) interventions than data from population-based household and facility surveys. This situation exists 
despite the availability of research methods that can produce rigorous estimates of impact of 
interventions and other actionable insights. This report reviews the use of data sourced from RHIS in HSS 
evaluations, provides examples of studies using different evaluation methodologies, and provides 
guidance on best practices in using RHIS data. This will include a discussion of data availability, data 
quality issues, different research designs, and other methodological considerations. We will also provide 
an overview of the comparative strengths and weaknesses of RHIS data-based approaches versus other 
evaluation data sources, in particular the use of household and facility surveys. 

This report will provide a high-level overview through four sections that answer the following questions: 

1. What are RHIS, and how has RHIS data been used to evaluate HSS interventions? 
2. What are the pros and cons of using RHIS data for policy and programme evaluation? 
3. How does one get started using RHIS data to evaluate an HSS intervention? 
4. What research designs should be used with RHIS data? 

Routine Health Information Systems and Evaluation 

What are Routine Health Information Systems? 

RHIS are systems that collect information from health facilities for operational purposes at regular 
intervals.3 These data are typically collected monthly, stored electronically, and can be used for system 
tracking and management, commodity tracking and procurement, disease surveillance and monitoring, 
and to improve quality assessment, among other uses. For example, RHIS data systems might include 
information on the number of antenatal care visits, the stock of a particular drug in each health facility, 
staffing levels, or the number of malaria cases detected monthly. Often these data entries are based on 
facility register books or paper forms. There are a number of features that are typical of RHISs: they 
contain repeated observations, the data are longitudinal in nature, and they contain information from 
many health facilities.4 These data can often be disaggregated along a few dimensions, such as the level 
of the health facility, the age or gender category of the patient, or different geographic areas. 
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Examples of RHIS Indicators 

RHIS typically collect information across a range of indicators. These can include service utilisation, 
diagnoses, equipment and supply stocks, and other data. While the indicators available varies across 
countries, below are some examples that are commonly found in these systems. We have also cited 
some examples of studies that have used these specific indicators. 

Services 

1. Number of outpatient visits5 
2. Number of antenatal care visits6 
3. Vaccinations administered7 

Diagnoses 

1. Confirmed malaria diagnoses8 
2. Hypertension diagnoses9 

Supplies 

1. Stock-outs of medications, vaccines, and other supplies10 
2. Bed nets received and dispensed11 

 

 

Over the past decade, many countries and Global Health Institutions (GHIs) have been investing in 
expanding and improving these systems, which has led to substantial increases in their use and the 
quality of the data they contain.12,13 The most prominent system is the open source District Health 
Information System 2 (DHIS2) platform, which is a cloud-based system used in more than 70 countries 
with an estimated combined population of 2.4 billion people.2 Along with systems that collect 
information at the facility level, there is also an increasing number of countries and systems that use 
DHIS2 platforms to collect data from individual patients in electronic medical records. While this would 
also be considered routine data, they are comparatively new systems and thus will not be the focus of 
our discussion. Similarly, a few country health systems have also begun to collect and store additional 
data into their RHIS, including health payments and other data. In theory, most of the methods we 
describe below could be equally useful to study other types of outcomes or effects. 

How have RHIS data been used to evaluate HSS interventions? 

The increased collection and availability of RHIS data has led to increased use of these data for 
evaluation purposes.14 But while the number of studies published using RHIS data for health system 
evaluations has been increasing in frequency, use remains lower than it could be: the majority of studies 
have been published within the last 10 years.14 The breadth of topics covered in these prior evaluations 
is vast, and examples include evaluations of user fee exemption policies, health financing schemes, 
health governance interventions, and other community-level interventions.14 They have also covered a 
wide range of different health programme areas, including malaria prevention and treatment, 
immunisation, maternal and child health, HIV treatment, and others.14 RHIS data have also been used to 
evaluate the impact of other large-scale events, such as infectious disease outbreaks and the COVID-19 
pandemic, on the use of health services in numerous international settings.9 

In a broad sense, RHIS data can be used to answer questions about the impact of HSS interventions, and 
there are many published examples available.5,15–17 These evaluations are best suited to detecting the 
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impact of reforms or interventions that influence the variables that are collected in the RHIS. For 
example, they are better suited to evaluate changes in the quantity of care services delivered than the 
quality of those interventions. In terms of evaluation, they are also well-suited to detecting the effects of 
large-scale programmatic changes. In contrast, determining the impact of small interventions, such as a 
set of training activities at one health facility, will be very difficult to ascertain. They are also not well-
suited to studying topics where the data capture is not adequate. For example, the impact of 
programmes on wealth-based equity and health care quality is often difficult or impossible to capture 
with RHIS data. 

When reviewing different study designs later in this report, we will use examples from different HSS 
interventions and programmatic areas of global health. Recent reviews have concluded that these 
studies employ rigorous study designs and analytic methods, and many have been published in high-
impact peer-reviewed health policy journals.14 

What about data quality? 

Despite the possibility of using RHIS data for evaluation purposes, they remain less utilised than would 
be expected given their breadth and availability, likely due to concerns voiced by a number of 
researchers.18,19  Most commonly, questions over the use of RHIS data in HSS evaluations have centred 
on data quality.20–22 In addition, several other factors have been identified as hindering their use, 
including technical challenges in collecting and disseminating the data.23 As such, data quality remains an 
important consideration for any evaluator using RHIS data and is an area of active methods and policy 
development.23 

High-quality data are data that meet the needs of intended users. There are many definitions of data 
quality, but the features most discussed in the literature in the context of RHIS are described in the box 
below.21 

 

Aspects of RHIS Data Quality 

1. Accuracy: refers to the ability of the data to get as close as possible to the true outcome of 
interest and avoid systematic biases.   

2. Reliability: refers to the idea that if repeated measures are conducted that they are collected 
the same way over time. 

3. Consistency: refers to whether data are measured in the same way in different facilities or 
regions of the country that is the focus of the evaluation. 

4. Relevance: refers to whether the data are those that are needed or understood by users. 
5. Timeliness: refers to the temporal availability of data in that the data becomes available in a 

timeframe that is useful. 
6. Completeness: refers to the breadth or scale of the data that are collected. 

 

Several recent studies have aimed to better understand RHIS data quality in various international 
contexts and how data quality has been changing over time. A number of studies have found good data 
consistency and completeness in various countries for several indicators.6,24 Similarly, a study of 14 
countries in Africa found that completeness was generally good, but several had issues with outliers and 
the consistency of the data over time.13 In our experience working with these datasets, data on maternal 
and child health services, malaria, and utilisation metrics such as total visits tend to be well populated 
and accurate, whereas other areas such as non-communicable diseases, mental health, and less 
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commonly-used services are often less-so. This, however, will depend on the specific country and topic 
under study. 

In response to these concerns, there have also been active initiatives to improve the quality of data in 
RHISs over the past decade.25 In addition, several interventions have been shown to improve the quality 
of data being collected.26,27 Many of these interventions are simple and relatively low cost.28,29 For 
example, capacity building interventions, including onsite training and mentoring, as well as 
technological enhancements, such as electronic data collection tools, have generally been found to 
improve data quality.29 As a result, there is good evidence that RHIS data quality has been improving 
over time.13,30 There are also emerging methods to deal with many data quality issues that we will review 
below, most notably missing data, inconsistent data, and outliers.4,31 Improvements have also come from 
changes to data collection: for example, the availability of data on malaria burden has improved with the 
advent of rapid diagnostic testing and an increase in the use of RHIS for surveillance.20 

The number of studies using RHIS data being published in leading peer-reviewed health policy journals 
suggests that data quality has reached a level where it can support evaluations in many countries.14 
Caution is still warranted, however, as implausible values and data quality remain a concern, even in 
countries where reporting is nearly complete.32 Below, we will review many methods to address 
common data quality concerns that have shown good results. While such adjustments are important, it 
is also vital to understand that RHIS data do not need to be perfect to conduct a rigorous evaluation.33 
This is particularly true with more rigorous designs such as an interrupted time series analysis, which can 
address some of these concerns. In sum, the methods, breadth, and data quality in RHISs are continually 
improving, which we believe will continue to be an argument for expanding their use in HSS evaluation 
in the future. 

What are the pros and cons of using RHIS data for policy and 
programme evaluation? 
When planning an evaluation of an HSS intervention, programme managers, funders, and governments 
often have a choice of different data sources methods available to them. The two most commonly used 
data sources for evaluations of HSS interventions are RHIS data and household surveys. Importantly, it is 
important to note that neither of these data sources is perfect: each has distinct benefits and drawbacks 
that must be taken into consideration when considering an evaluation approach. For example, they have 
a wide variation in their cost, speed, the outcomes they can collect, and their ability to draw causal 
conclusions about programme impact. What is key is to understand these limitations and take them into 
consideration in the interpretation of the findings of any study. 

RHIS data 

Studies using RHIS data have several strengths that can make them an attractive option for evaluating 
HSS interventions. RHIS data tend to be made available relatively quickly, and studies based on RHIS data 
are less costly, as the necessary data have already been collected from health facilities. In fact, 
evaluation metrics can often be built into existing dashboards for real-time assessments of programme 
performance.34 They can also enable analyses at the sub-national or individual facility level, which is 
important for HSS interventions that are not national in scope.3 There are numerous options available for 
study design, several of which can produce very rigorous results that can be interpreted in a causal 
fashion. And finally, they are often possible to conduct after a programme has been put into place as the 
data will still be available for the pre-intervention period. RHIS also collect information on health system 
indicators that are not easy to capture in household surveys (e.g., data on stock-outs). 
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Household surveys 

Evaluations of the impact of HSS interventions using household survey data have a long history. They 
have the distinct advantage of allowing the researcher to collect rich data from households and 
individuals that is tailored to answer the research questions being investigated.19 This includes being able 
to study the impact of programmes based on household differences, sex and gender, and wealth or 
income levels. This contrasts with RHIS-based studies, which are limited to studying the variables and 
outcomes that are available in the data system, and where data are aggregated to the facility level and 
thus are limited in their ability to study individual-level characteristics. Household surveys can also 
capture the availability and use of services that are provided in private facilities, which are commonly 
missing from RHIS, such as DHIS2. In contrast to high-frequency RHIS, however, household surveys are 
infrequently conducted, very expensive, and are often unable to provide estimates at the sub-national 
level. The data collection process is also often slow, and the data are often not released until many 
months or years after they have been collected.35 Finally, the lack of longitudinal data often leads to the 
use of sub-optimal study designs, such as cross-sectional comparisons or dose-response studies, which 
can be subject to serious biases.14 

How does one get started using RHIS to evaluate an HSS 
intervention? 
In planning and conducting an evaluation of an HSS intervention with RHIS, there are several 
considerations that need to be part of the process. 

Understand your context 

It is vital to understand the context in which the evaluation is taking place and the history of other 
associated interventions or programmes. The investigator should have a strong understanding of the 
different interventions that might have affected their outcomes, other policies that were put into place 
around the same time, their theory of change, and the pre-existing rates in the outcomes they are 
studying. 

Another component of understanding your context is knowing the rules about accessing and using the 
RHIS in any given country. Rules vary widely between different jurisdictions, so knowing how to 
collaborate with data stewards is vital. Currently, many countries do not provide public access to data in 
the RHIS. In such contexts, data may only be accessed in partnership with particular institutions or 
through permission from government agencies. In our experience, we have found that working in close 
collaboration with Ministries of Health and in-country investigators greatly facilitates both access to data 
and the ability to understand, contextualise and disseminate results. Rules around research ethics also 
vary by country, but many countries require that investigators obtain approval from a local research 
ethics board as a prerequisite for using RHIS data. 

Indicator selection 

After getting an understanding of the context and given the theory of change of the intervention, it is 
important to evaluate the data available in the RHIS and choose indicators to use for the evaluation. 
These should be based on the desired impact of the HSS intervention and can reflect either process 
outcomes (e.g., drug availability), direct outcomes (e.g., the number of services delivered) or impact 
evaluation (e.g., cases of a disease averted). When selecting indicators, one is obviously limited to the 
indicators that are part of the RHIS, which varies by country.36 Several countries make their data 
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collection forms public, and these can be used to initially inform indicator choice. 

Care must be taken to ensure that the question being asked in the evaluation can actually be answered 
by the data that exist within the RHIS.19 In other words, the outcomes that the HSS intervention was 
intended to target should be in the RHIS in some form. Further, the indicators must be an accurate 
reflection of the underlying concept of interest. For example, malaria mortality figures are often 
understated in RHIS data as most deaths do not occur in health facilities but rather in the community.20 
Therefore, it might not be appropriate to use them to evaluate an intervention targeting overall malaria 
death rates. In contrast, indicators such as facility delivery rates can be very well-captured in RHIS 
systems. 

When selecting indicators, the following additional factors should be kept in mind: 

1. The choice should be based on an assessment of data quality.21 In some RHISs, there are some 
variables that are more complete, more consistent, or available for more facilities. This will 
obviously have implications for what indicators will be useful for an evaluation. 

2. It is vital to understand the way in which the data are generated, their definition, and how they 
are aggregated.18 For example, there may be variation in the data if records are generated based 
on paper forms that are inputted versus data that is directly entered into the RHIS. Even within-
country variation is possible in this respect, which is important to understand. For example, 
smaller health facilities may use paper forms, and larger hospitals might enter data 
electronically. This may also lead to variation in data quality. 

3. Investigators must be cautious of definitional changes in the RHIS over time. Issues with such 
changes have been highlighted in several studies. For example, prior reviews of HIV-related 
studies using RHIS have found issues with changing definitions in several countries.28 Similarly, 
changes in malaria case counts from including both presumptive and confirmed cases to just 
confirmed cases can lead to measurement challenges.33 Changes might also occur when 
collection methods are modified: in our work, changes in Rwanda’s DHIS2 collection forms in 
2012 made several indicators inconsistent across that date.6 Plotting potential indicators 
longitudinally is an important first step in any analysis, examining for changes that are not policy- 
or intervention-related.33 

Assessing and addressing data quality 

Prior to analysis, an analyst must address any concerns with the quality of the data. This includes a series 
of considerations, including assessing and addressing missing data, inaccurate data, and the consistency 
of their data over time. Methods for assessing and potentially addressing completeness, internal 
consistency, and external consistency exist and can be implemented by an analyst prior to final 
modelling.21 Below, we will discuss each of these considerations in turn. 

Missing data 

Missing data represent one of the most commonly cited reasons for poor data quality in RHISs, but it has 
been improving in DHIS2-based systems over time.23 Prior to analysis, an investigator should examine the 
completeness of data at the indicator-specific level. There are many reasons why data generated at 
health facilities may be missing. This missingness is often not random (e.g. more remote or busier 
facilities), which may lead to bias if they are excluded from analyses.22 More than 80% completeness is 
desirable, and the more complete the dataset, the better.24 

In an effort to improve data completeness, several studies have gone back to the original registries to 
manually fill in missing values.14 This might be an option when there are not many missing data, and the 
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original registries exist, are in fact complete, and can be easily accessed by the researcher. If this is 
infeasible, there are several different methods available to impute these values for analytic purposes.22 
In a review of seven different methods and using data from the Democratic Republic of the Congo (DRC), 
Feng et al. found that multiple imputation methods performed the best for these purposes with DHIS2 
data.22 In such methods, the missing values are generated several times and estimates recombined to 
reflect their uncertainty. These methods can be implemented using freely-available software packages.37 
Notably, just dropping the data points or facilities with missing data from a study is likely the worst 
approach to dealing with missingness and should be avoided if possible.22 

There may be instances in which not all data are collected at all types of health facilities, and therefore 
this type of missing data may need to be treated differently. For example, it is not uncommon for 
hospitals to have very incomplete data when it comes to services such as immunisation, and it is not 
uncommon for lower-level health facilities to perform very few caesarean sections or other more 
specialised services. Plus, some health services may only be delivered at some times during the year. 
Therefore, it is also important for the user to take the time to try to understand the reasons why data 
may be missing in each context and to use this information in their assessment. 

Outliers 

Oftentimes, individual data points may appear to be unusually smaller or larger than one would expect. 
These “outliers” should be assessed, either through visual inspection or through one of several statistical 
methods that can address them.14 This is particularly important when data verification is weak or not 
present so that implausible values do not unduly influence the analysis estimates. This often occurs 
when data are collected using paper forms, as the underlying RHIS software cannot validate the numbers 
given. While there are different bars for what constitutes an outlier, the WHO suggests that more than 
three standard deviations should be considered an extreme outlier in routine health information 
systems, and more than two standard deviations a moderate outlier.21 These types of values should be 
investigated to see if they are true and corrected if they are not. If possible, these values could be 
compared to the original source registry. If that is not available or possible, another option is to simply 
drop them and then re-impute them using the missing data techniques discussed above. 

Data stability 

The analyst should also assess trends in the data over time and check that monthly values align with 
historical norms and show clear trends over time.24 There should be reasonable explanations for 
deviations that you see in your data, such as the intervention itself or seasonality in outcomes (e.g. 
malaria rates). The level or trend in the outcome can also shift around the time of the intervention being 
studied if it is having an effect. Should you observe other abrupt changes that you can’t explain, the 
investigator should go back to their contextual overview to look for other explanations (e.g., other policy 
interventions), look for definitional changes or changes in data collection methods, or determine if it’s a 
different type of error in the data. 

Denominators for comparisons 

In any evaluation where values over time or between regions will be compared, it is important to have 
appropriate denominators for the calculation of population-level rates. For example, this might be the 
number of visits to a health facility divided by the size of their catchment population. This allows an 
analyst to compare values over time when there are shifts in the population, and to compare between 
facilities or regions with different underlying populations. 

There are several different sources of denominators available depending on the level of aggregation 
(health facility, district, etc.) and what other data are available in the jurisdiction. For regional 
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populations, projections include those from the census or existing survey data.32 As populations 
generally change slowly (outside of crisis situations with mass migration), surveys and/or census 
methods can be combined with RHIS measures to determine rates.4 It is worth noting, however, that 
often these national data sources are used to estimate sub-national areas, which can introduce bias into 
an evaluation depending on the study design that is used.18 If the key outcome of your study is service 
coverage or rates, it is important to consider that low-quality population estimates used as 
denominators can produce implausible values for some indicators.35 If reasonable denominators are not 
available, it may be preferable to conduct the analysis using raw count data versus rates. This will, 
however, make comparisons between facilities or regions more difficult. 

Beyond regional numbers, authors have argued that there is a need to produce better denominators to 
facilitate analyses using RHIS.13 This is particularly the case at the facility level. There are many methods 
based on both area and road distance that have been used to estimate catchment populations.20 One 
can also aggregate data to the district level if better population estimates are available, although this 
may not fit with how the intervention was actually put into place.20 Researchers have also developed 
methods to derive and adjust indicators from the DHIS2 itself, which can be used for some services.24,38 

Finally, it is worth noting that the precision of the denominator that is desirable for a study depends on 
the nature of the study design. For analyses where the goal is to determine the population level rate, 
obviously the calculation of a precise denominator is paramount. In contrast, longitudinal analyses of the 
rate of change in an indicator can still proceed with less precise indicators, as the relative change in the 
rate is the true outcome of interest. 

What research designs should be used with RHIS data? 
Based on the available indicators and timeframes, a decision must be made about what research design 
best suits the research question and available data. Study design encompasses the choice about how the 
data will be set up and analysed, what groups or areas will be included in the analysis, and what threats 
to validity might be a concern—in other words, how factors other than the HSS intervention might 
explain the results that you find. 

A vital concept in research designs is that of the counterfactual. A counterfactual represents the 
assumptions that are made about what the world would look like absent the HSS intervention in 
question. For example, if a health financing intervention was put into place to increase case presentation 
rates, the counterfactual world would be the level of case presentation rates without the intervention. 
The issue with counterfactuals is that they can never actually be observed, as the world without the 
intervention will never exist. Different research designs make different assumptions to estimate the 
counterfactual, and each has its own strengths and weaknesses.  

Along with the counterfactual, it is also vital to understand the major threats to validity that can impact 
each different study design. The major threats that are a concern include the following, with examples 
from a hypothetical intervention to reduce stock-outs of essential medicines in health facilities: 

1. History: this represents something else in the world that impacts the outcome around the same 
time as the intervention being studied. For example, if there was a global shortage of a 
particular medicine that started around the same time. 

2. Instrumentation: this represents a change in measurement that occurs around the same time as 
the intervention. For example, if the list of tracker medications changed around the same time 
as the intervention. 
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3. Maturation: this represents trends over time that are not related to the intervention under 
study. For example, if the use of a particular drug was trending up or down over time due to a 
changing burden of disease. 

4. Selection: this represents differences between groups that are and are not selected to receive 
an intervention. For example, if regions with particularly high medicine use are chosen to 
receive the intervention, and these regions also have lower income levels. 

Below we will review several different research designs, moving from designs that are often subject to 
serious biases to ones that are generally considered more rigorous. An overall summary table of the 
different methods is presented in Table 1 at the end of this section. 

Descriptive trend analyses 

Likely the simplest research design to use with RHIS data, descriptive trend analyses examine outcomes 
over time for a particular indicator. For example, one might track the facility delivery rate or the 
prevalence of non-communicable diseases over time. These types of assessments can be useful for 
monitoring subnational trends and performance.24 However, they are not particularly helpful in 
evaluating specific HSS interventions, as many other factors can be at play in any particular jurisdiction. 
For example, due to maturation, the trend in an outcome may be a longstanding feature and not the 
result of any particular intervention. However, these methods can be suitable at the macro level when 
the key research question pertains to meeting targets or thresholds. For example, progress toward UHC 
targets in South Africa has been completed using DHIS2 data to assess several indicators over time.39 

Dose-response studies 

Another comparatively simple research design that can be used with RHIS data is a dose-response study, 
also known as a cross-sectional comparison. In this design, the analyst examines the outcomes from RHIS 
indicators in regions with different policy intensities to establish a dose-response relationship. The 
counterfactual is determined by assuming that the outcomes in low-dose regions represent what would 
have happened in high-dose regions had they themselves been low-dose. This design has been used in 
the study of malaria interventions in Eritrea and Zambia.20 

While reasonably simple to undertake, the obvious concern in these studies is selection bias: something 
else could explain the differences found between regions. For example, factors that may have led 
implementers to target one region over another, and these factors could be unobserved by researchers. 
Given the longitudinal nature of RHIS data, it is often better to seek out a stronger research design such 
as those below. 

Example dose-response Study 

An example of a dose-response study by Bennett et al. studied the association between an insecticide-
treated net distribution programme and malaria incidence in Zambia.40 Using RHIS data at the district 
level between 2009 and 2011, they found that an increase in net distribution of one net per household 
was associated with a 27% reduction in malaria cases. While the study accounted for many potential 
confounders, such as climate and testing rates, there may have been other unobserved factors that could 
have resulted in selection bias. For example, the authors note that the programme was targeted at high-
incidence and easily accessible areas, which means that other regions may not represent a good 
counterfactual in this case. 
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Pre-post studies 

Among the more commonly used approaches with RHIS data, pre-post designs are another example of a 
comparatively simple approach to policy and programme evaluation. In this method, the outcomes of 
interest are compared between the period prior to the intervention with the outcomes afterwards. The 
counterfactual assumption in these studies is that the level of the outcome would have remained the 
same absent the intervention, as shown by the dotted line in Figure 1. The estimated impact of the 
programme is then calculated as the difference in the actual observed outcome versus this 
counterfactual estimate. A pre-post approach has been used often with RHIS data: the majority of 
studies in a review of maternal and neonatal health intervention evaluations using RHIS were of this type 
(30 of 46 reviewed studies).41 

 

Figure 1. Setup and counterfactual in a pre-post study design 

While pre-post studies are relatively simple to conduct, they are also highly subject to potential threats 
to validity. For example, history threats are quite common in these studies, as multiple interventions are 
commonly put into place at the same time, or other events might occur between pre- and post-periods. 
Similarly, maturation can often be a concern, as it is rare for indicators to have flat trajectories over time. 
Finally, instrumentation can also be a factor, as changes in measurement might occur, or the programme 
itself might cause changes, such as better detection of disease. 

Example pre-post Study 

An example of a pre-post study using RHIS data was published by Mphatswe and colleagues in 2011.26 
This study documented earlier efforts to improve the data contained in the DHIS-based system in in 
KwaZulu-Natal province, South Africa. The authors evaluated a 2008 audit and feedback intervention 
aimed at increasing data reporting into the RHIS. As shown in Figure 2, the authors found an increase of 
38% between pre- and post-intervention periods. 



Evaluating Health Systems Strengthening Interventions Using Routinely Collected Data |  12 

 

 

Figure 2. Example of a pre-post study conducted by Mphatswe et al. 

Difference-in-differences designs 

An extension on a pre-post design that offers more rigour is the so-called difference-in-differences 
design.42 In this study approach, both an intervention group and a control group are included in the 
study and outcomes are assessed before and after the intervention begins. The counterfactual in this 
case is determined by the pre-post difference in the control group, as shown in Figure 3. This helps the 
analyst account for any changes between the pre and post periods that were not related to the 
programme. For example, if there were other interventions or underlying trends that were common to 
both the intervention group and control group. 

 

 

Figure 3. Setup and counterfactual in a difference-in-differences study design 

There are several options for a control group in this type of study. The most common is another region or 
facility (or group of facilities) that did not implement the intervention in question. Often the control 
group is chosen based on similar characteristics or location. The selection of a control group is an 
important consideration as it has implications for potential threats to validity. In this design, the concern 
about bias would come from the counterfactual not accurately representing the trajectory the 
intervention group would have experienced absent the intervention. This might be due to history 
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(another event that happened in one region and not the other), maturation (different underlying rates of 
change in the outcome in one group and not the other), or instrumentation (changes in measurement in 
one group and not the other). It is, therefore, common to test for pre-existing trends in difference-in-
difference study designs to determine if comparison areas had similar trends in the pre-intervention 
period and thus could represent a suitable comparison group. 

Example differences-in-differences Study 

A paper by Steenland et al. used a differences-in-differences approach to examine the impact of a 
performance-based financing (PBF) scheme that was piloted in three of Burkina Faso’s health districts 
starting in 2011.43 The aim of the programme was to increase the use of maternal health services. The 
outcomes in the three intervention districts were compared to three comparison districts from the same 
region with similar health systems and socio-economic characteristics. 

 

Figure 4. Example of a pre-post study conducted by Steenland et. al. 

One of the key outcomes in this study was the average monthly number of 4th or 5th antenatal care (ANC) 
visits. A simplified version of their results is shown in Figure 4. It is important to note that while the pre-
intervention visit rates were similar between the intervention and control districts, the authors also 
found an increase in the visit rate in the control areas. Therefore, their estimated change of 2.3 extra 
visits per facility per month is based on the additional increase that was observed in the intervention 
areas. 

Interrupted time series analysis 

One of the most rigorous quasi-experimental designs is an interrupted time series (ITS) analysis, which 
uses data over multiple time periods before and after the implementation of an intervention. The 
counterfactual in ITS is based on the pre-intervention trend in the outcome, which is projected forward 
to determine the counterfactual, as shown in Figure 5. The observed values are then compared to this 
projected trend, and the analyst can determine both an immediate level change and any long-term 
changes in the trend of the outcome being studied. 
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Figure 5. Setup and counterfactual in an interrupted time series design 

The use of ITS has been recommended in reviews on evaluating HSS interventions using RHIS.4,33 Due to 
these strengths, ITS is rapidly growing in use and has been used to evaluate quality improvement 
interventions in LMICs in several cases.44 The methods for conducting ITS studies have been outlined in 
several prior articles.36,45,46 It is also possible in these studies to add a control group, as in prior work 
investigating the impact of an HSS intervention in Rwanda.5  

The major threat to validity in an ITS analysis are contemporaneous changes that impact the outcome of 
interest. The main concerns are history threats (something else that is implemented or changed at the 
same time) or instrumentation (a change in measurement that is closely timed to the intervention). Non-
linearity in the outcome can also be a concern, but analysts can often account for this by using curved 
(quadratic) or seasonal (harmonic) terms in the model. Using a control group can help in limiting some of 
these threats to validity, particularly if the control had a similar trajectory in the outcome during a 
specified time period prior to the intervention being introduced. 

Example ITS Study 

A study of the impact of COVID-19 on the utilisation of other health services in the Democratic Republic 
of the Congo provides an example of an interrupted time series analysis using RHIS data.9 This analysis 
focused on health facilities in the capital city of Kinshasa and examined numerous indicators of health 
services utilisation, including outpatient visits, infectious disease diagnoses, vaccinations, maternal 
health services, and diagnoses of two non-communicable diseases. One health zone within the city was 
put on strict lockdown during the first three months of the pandemic. 
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Figure 6. Example of an interrupted times series study conducted by Hategeka et al. 

A simplified version of their model results is shown in Figure 6. As shown in the Figure, the average 
number of outpatient visits per facility per month was stable and slightly increased during the pre-COVID 
period. The counterfactual assumption in this study would have been that this increase would have 
continued, as shown by the dashed projection. Following the start of the pandemic, their analysis found 
an immediate level change in the rate of visits of -25%, accompanied by a trend increase of about 1% per 
month thereafter. This means that over time the difference between the observed visit rate and the 
counterfactual expectation was getting smaller.
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Method Description Ability to Identify Causal 
Effects 

Data Required Example Study 
Reference 

Example Study Question 

Descriptive 
Trend Analysis 

Examine outcomes over 
time for an indicator. 

Weak, as it is difficult to 
determine what is causing 
changes in the trend over 
time. 

Longitudinal data on the 
outcomes of interest. 

Day et al. 2021.39 What progress is being 
made toward UHC 
targets? 

Dose-response 
Study 

Study whether outcomes 
are associated with the 
level of an intervention in 
different regions or 
facilities. 

Weak, as selection bias 
can often be a factor. For 
example, facilities that 
receive an intervention 
can systematically differ 
from those that don’t. 

Data on who received the 
intervention and the 
outcome(s) of interest. 

Bennett et al. 
2014.40 

What is the association 
between insecticide-
treated net distribution 
and malaria incidence? 

Pre-post Study Compare outcomes before 
programme implementation 
to those after in the same 
region. 

Low, as it is difficult to 
know if any change 
resulted from other factors 
or if there was a trend 
over time. 

Data on the outcomes of 
interest from before and 
after the intervention is put 
into place. 

Mphatswe et al. 
2012.26 

Can an audit and 
feedback intervention 
increase the data quality 
in a DHIS2-based RHIS 
system? 

Difference-in-
difference 
Design 

Compare the before-after 
change in an intervention 
region to the before-after 
trend in a control region. 

Medium, as the control 
group can aid in estimating 
what change would have 
occurred absent the 
intervention. 

Data on the outcomes of 
interest from before and 
after the intervention is put 
into place in both 
intervention and control 
regions/facilities. 

Steenland et al. 
2017.43 

What impact did a 
performance-based 
financing scheme have 
on the use of maternal 
health services? 

Interrupted 
Time Series 
Analysis 

Examine the level and trend 
of the outcome in the 
intervention area over time 
to assess if it changes when 
the intervention is 
introduced. 

Strong, as it would only be 
subject to bias if other 
programmes or factors 
changed around the same 
time. 

Data on the outcomes of 
interest in several time 
periods before and several 
time periods after the 
intervention is introduced.  

Hategeka et al. 
2021.9 

What impact did COVID-
19 lockdowns have on 
the use of health 
services? 

Table 1. An overview of different evaluation methods that can be used with RHIS data to evaluate HSS interventions.
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Conclusion 
We hope that the above discussion and examples have shown the potential for RHIS to be a powerful 
addition to the repertoire of data available for HSS programme evaluations. While care is still required 
for their use, the advent of powerful methods, examples, and study designs should leave programme 
managers and evaluators ready to consider their use in the future. This should be accompanied by 
intentional moves from GHIs to involve themselves in improving RHIS data quality and making it more 
accessible for HSS evaluations. As RHIS data continue to improve and their use in HSS assessment 
proliferates, we believe they will become a standard component in future programme design and 
evaluation. 
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